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Abstract— The aim of this study is to establish mathematical models based on artificial neural networks for the prediction of the Iron, Zinc 
and Manganese contents of sediments in the Red Sea. The results of this study showed that the best and most suitable model for the 
prediction of iron, Zinc and Manganese levels in Red Sea sediments from geochemical parameters is the model Multilayer Perceptron 
(MLP) artificial neural networks using the Levenberg Marquardt learning algorithm with tansig and Purelin transfer functions respectively for 
the hidden layer and the output layer and having a configuration architecture [13-8-3]. 
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——————————      —————————— 

1 INTRODUCTION                                                                     
ompared to conventional statistical methods (multiple 
linear regression, segmentation, discriminant analysis, 
etc.), artificial neural networks are often credited with 

numerous advantages such as better predictive capacity re-
sulting from better representation of the phenomenon (more 
numerous variables, non-linear relations), a capacity of adap-
tation and generalization beyond the sample studied, and also 
by a better stability of the coefficients by a lower sensitivity to 
the aberrant points as well as the absence of hypothesis on the 
distribution of the variables and still the respect of constraints 
on the variable to be explained [1]. 

The value of artificial neural network models lies in their 
ability to learn complex relationships from digital data. There-
fore, the choice and application of a neural model remains a 
very active field of research in contrast to conventional sto-
chastic models. Compared to other more classical models, the 
results obtained indicate that connectionist models have a bet-
ter forecasting power [2, 3, 4 and 5]. 

The use of these complex neural methods is a fully justified 
and privileged alternative in the field of environmental predic-
tion in general and particularly in the prediction of heavy 
metal concentrations in relation to other environmental para-
meters in a sedimentary basin. 

This study intended to develop mathematical models rele-
vant to the prediction of iron, Manganese and Zinc levels from 
environmental data in the repositories of six Red Sea pits. For 
this development we applied two statistical methods, multiple 
linear regression and artificial neural networks. 

To determine the best performing model, we compared the 

correlation coefficients of the developed models. 
The main purpose of this work is to use the advantages of 

artificial neural networks to establish a nonlinear neural statis-
tical model for predicting heavy metal concentrations in Red 
Sea sediments from certain geochemical parameters. 

 2 MATERIAL AND METHODS 
2.1 Description of the database  

In this study, we used a database, which consists of 348 
cores and thirteen physicochemical variables of the environ-
ment in marine sediments measured in September 1992 on 
board the French oceanographic ship the Marion Dufresne. 
Sedimentary cores were collected from six pits located along 
the Red Sea axis (from North to South: Thetis, Atlantis II, Val-
divia, Chain B, Port Sudan, Suakin) and out of the pit, between 
19° and 23° North latitude (Fig 1) [6].  

 
Fig 1: Location map of sampling sites carrots study 

The database used in this work consists on: 
1.  Thirteen independent variables (explanatory): The in-

dependent variables are the physicochemical and bio-
logical characteristics determined in sediments of ma-
rine environments: Depth, carbonates, organic carbon, 
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sulfur, number of foraminifera, Globigerinoides ruber, 
Globigerinoides sacculifer, Globigerinoides calida, 
Globigerinoides siphonifera, Hastigerina pelagica, Or-
bulina universa, Globoturborotalia rubescens and 
Sprudts, 

2.  Three dependent variables (explaining): the contents of 
Fe, Mn and Zn in the sediment (Table 1). 

TABLE 1. PARAMETERS USED AND THEIR SYMBOLS 

 

Geochemical parameters sedi-
ment Symbols Units 

In
de

pe
nd

en
t V

ar
ia

bl
es

 

E1 Depth Dp cm 
E2 Carbonates CaCO3 % 
E3 Organic Carbon Corg % 
E4 Suffers S % 
E5 Foram count (foraminifera) Nb foram Nb/g 
E6 Globigerinoides ruber G. ruber % 
E7 Globigerinoides sacculifer G. sacculifer % 
E8 Globigerinoides calida G. calida % 
E9 Globigerinoides Siphonifera G.siphonifera % 
E10 Hastigerina pelagica Hastigerina % 
E11 Orbulina universa Orbulina % 

E12 
Globoturborotalia rubes-

cens G. rubescens % 

E13 Sprudts Sprudts % 

D
ep

en
de

nt
  

V
ar

ia
bl

e S1 Iron Fe g/kg 

S2 Zinc Mn g/kg 

S3 Manganese Zn g/kg 

2.2 Sub-sampling practice 
The resulting data modeling allowed the comparison of the 

results obtained with the methods based on the MLR and the 
ANN, applying these two methods to the data set. 

First, it is essential to try to distribute the database in three 
parts [7]: a part to be used as a learning base, a second part 
used for validation and a third part for the test. 

To do this, we randomly divided our database into three 
parts according to well-defined percentages. Then, for each 
distribution, we recorded the values of the mean squared er-
ror. Based on the results of the Zinc root mean square error 
calculations in Table 2, we found that the best percentage for 
performance indicators is 70% in the learning base and 30% 
for validation and test bases. 

TABLE 2. DISTRIBUTION OF ALL THE DATA: THE CASE OF Zn 
Mean squared error 

 Test 1 Test 2 Test 3 
Learning : 90% 

Validation &Test: 10 % 
0.82 0.79 0.87 

Learning: 80% 
Validation &Test: 20 % 

0.97 0.90 0.83 

Learning : 70% 
Validation &Test: 30 % 

0.76 0.61 0.49 

The first group that corresponds to 70% of the total data 
will be used to train the system. The second group which cor-
responds to 15% of the total data will be used to validate the 
network and the remaining 15% who have not participated in  

The learning of the models will be used as an independent 

test of the generalization of the network. 

2.3 Multiple linear regression 
The multiple linear regression (MLR) is a statistical tool 

most used for the study of multidimensional data. This is a 
special case of linear regression, it is the natural generalization 
of the simple regression. 

Multiple linear regression, which is a method of data analy-
sis, is commonly used to establish predictive models for ob-
served phenomena in the environment [8]. It can be used 
whenever it is desired to relate a quantitative variable S to be 
explained (so-called dependent) with n observed variables E1, 
E2, ..., En, called independent [9 and 10]. 

This method is a technique for defining a polynomial func-
tion and determining the most significant input variables, as 
well as their coefficients. The model is written: 

nn EaEaEaaS +++= ...22110  
S: dependent variable; 
E1, E2, ..., En: independent variables; 
a0, a1, ..., an: model coefficients. 

2.4 Artificial neural networks 
By virtue of their performance in modeling and environ-

mental simulation, artificial neural networks are generally 
used to solve problems of a mathematical nature and precisely 
in statistical problems where the variables are linked by nonli-
near relations. These neural networks, which are computa-
tional methods, are schematically inspired by the functioning 
of biological neurons, have found numerous applications in 
several domains: optimization [11], simulation of data [12 and 
13], analysis of environmental parameters [14], and also in the 
areas of forecasting and predictions [15 and 16]. 

A neuron performs a parameterized nonlinear function 
with bounded values between the inputs and the output. In 
other words, a neuron realizes a nonlinear function of a com-
bination of inputs {Ei} weighted by the parameters (or weight 
Wi). The linear combination is called the potential (n), to 
which is added a constant term W0 or "bias". These networks 
are all made up of artificial neurons linked together by con-
nections. This principle is illustrated in figure 2. 

 
Fig 2. Artificial neural networks 
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The choice of the type of network depends on the problem 
addressed. The gradient return propagation network is the 
most used. 

A neural network generally comprises three layers of neu-
rons (Fig 3): 

 A layer responsible for encoding the information relating 
to the independent input variables. It therefore comprises 
n neurons encoding the information n (E1, ... En-1, En) at 
the input of the network. In this layer no calculation is 
made; 

 One or more intermediate or hidden layers, where all op-
timization calculations of the neural network parameters 
are carried out. In the majority of cases, to limit the calcu-
lation time and in particular when the expected results 
are satisfactory, it is a network with a single intermediate 
layer is used. The number of units of the intermediate 
layer is selected by the user depending on the reliability 
of the expected results;  

 An output layer loaded to estimate (calculate) or the de-
pendent variables to predict. 

  
Fig 3. Architecture of an artificial neural network with three layers. 

3 RESULTS AND DISCUSSION 
In this work, and for more scientific rigor, a comparative 

study of the performances of the results of the different nu-
merical methods (multiple linear regression and artificial 
neural networks). Indeed, two performance indices were cal-
culated for each method: The correlation coefficient (R) and 
the mean square error (MSE). 

3.1 Equations established by the MLR model 
The application of multiple linear regression on the Red Sea 

sediment database yielded the following model equations: 

 
 

 

{R = 0.583 - p = 0.001} 

 
 

  

 

{R = 0.725 - p= 0.001} 

 

 
 

{R = 0.700 - p = 0.001} 
With, R: coefficient of correlation, p: indicates the probability. 

The values of the coefficients between 0.583 and 0.725 mean 
that the correlations of the MLR models are weakly positive. 
The probabilities strictly below 0.5%, confirm that the models 
are significant. 

By comparing the equations obtained, the parameters have 
a visible power of explanation of the Iron and Manganese con-
tents but it is less visible in the Zinc case. But briefly, the ex-
planatory variable of the heavy metal contents appears in a 
weak linear correlation with the other environmental parame-
ters. 

The limit of the linear correlation coefficient is explained by 
the fact that it aggregates all the information in the marginal 
behavior of each variable. To this is added the limit of its 
modeling which gives only an incomplete idea on the nature 
then if the parameters do not correlate or if simply the MLR 
model is inadequate to reveal the reports. And if it is impotent 
to reveal linear relations, this does not necessarily mean the 
absence of strong links, or links of different nature (nonlinear 
relation). Can these metals be modelled otherwise? This is 
why we have been thinking about the use of artificial neural 
networks, which is one of many paths currently used to de-
velop nonlinear models and to solve problems of prediction in 
the environment. 

3.2 Summary of the best performances of the neural 
model 

The implementation of a network of artificial neurons re-
quired preliminary tests. The modeling carried out makes it 
possible to select the number of neurons necessary for a satis-
factory prediction of the heavy metal contents and has shown 
that the error can be optimized by choosing the right configu-
ration of the network. The choice of initial weights is random. 
Care must be taken to ensure that they are not equal, as there 
is a risk of neuron saturation and consequently a blocking of 
learning. 

The optimization of the parameters of a neural network is 
unstable because each execution of the estimation of the error 
by cross-validation provides different results. It is also very 
complicated by the number of parameters to optimize: num-
ber of layers, number of neurons in each layer, number of ite-
rations, etc. 

Executions are sometimes long and results are not always 

[ ] 02
1 2 3 4E130.36 3.69*10 1.09E 27.42E 5.36E−= − − − +Fe

03 02
5 6 7 81.61*10 0.29E 6.80*10 0.35EE E− −− − + +

02 03 05
9 10 11 12 131.546E 7.62*10 0.61E 8.25*10 1.64*1E 0E E− − −+ − − − +

[ ] 02
1 2 3 4E64.98 1.59*10 0.84E 7.81E  3.83E−= − − − −Mn

03 02 02 02
5 6 7 83.14*10 2.46*10 4.64*10  6.71E E E *1 E0− − − −+ − + −

04 04 02 03
9 10 11 12 130.11E 2.09*10  8.35*10 7.89*10 1.06*10E E E E− − − −+ − + + −

[ ] 04 02
1 2 3 43.59 7.02*10 5.19*10 0.31EE 0 17XEE .− −= − − − −Zn

04 04 03 03
5 6 7 82.09*10 2.51*10 2.95*10 3.92E E E E*10− − − −+ + − −

04 03 04 03 05
* 9 10 11 12 133.44 10 2.60*10 4.34*10E E 3.95*10 9.78*1E E 0 E− − − − −− − + + −
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relevant. The most effective seems to be to set the size (num-
ber of neurons) and the number of iterations to focus on opti-
mizing performance indicators. 

Several neural architectures were then simulated for learn-
ing, testing and validation. We then opted for a single hidden 
layer, and for the number of neurons, established simulations 
started from a single neuron up to 20 neurons in the hidden 
layer. Once the optimal model has been chosen, its perfor-
mance will be estimated using a number of indicators to assess 
the quality of the models. This could be done by representing 
the global relationship between observed and estimated val-
ues. 

Table 3 shows the performance indicator values as a func-
tion of the number of neurons in the hidden layer. The results 
are optimal, when the number of hidden neurons is 8 neurons 
(NNH = 8 neurons). Indeed for this number of neurons in the 
hidden layer and for the three metals studied, the mean square 
error (MSE) which decreases significantly, or for the correla-
tion coefficient (R) which indicates a convergence towards a 
higher value And optimal. 

After consulting the bibliography and performing several 
tests on the database, we opted then for a single hidden layer, 
and for the number of neurons, established simulations started 
from a single neuron up to 20 neurons in the hidden layer. 
Once the optimal model has been chosen, its performance will 
be estimated using a number of indicators to assess the quality 
of the models. This could be done by representing the global 
relationship between observed and estimated values. 

Table 3 shows the performance indicator values as a func-
tion of the number of neurons in the hidden layer. The results 
are optimal, when the number of hidden neurons is 8 neurons 
(NNH= 8 neurons). Indeed for this number of neurons in the 
hidden layer and for the three metals studied, the mean square 
error (MSE) which decreases significantly, also the coefficient 
of correlation (R) indicates a convergence towards a higher 
and optimal value. 

Otherwise, figure 4 describes the drive of the network. It 
shows that at the end of the eighteenth iteration the desired 
result is reached. 

With eight hidden neurons, the three curves relating to the 
evolution of the quadratic error of the three phases converge 
correctly to the minimum mean square error (MSE). 

The network was trained until reaching the phase of over-
learning, this phenomenon was encountered at the end of the 
18th iteration. It is therefore interesting to continue the learn-
ing until reaching this phase for the test in order to lower the 
gradient more and to perfect the network. 

The results obtained for the Zinc case for example, make it 
possible to derive the different values relating to the learning 
parameters: 

1.  Maximum number of iterations = 18; 
2.  Mean square error (MSE) = 0.5; 
3.  Learning rate (η) = 0.001; 
4. Minimum gradient = 0.00024. 

TABLE 3. PERFORMANCE INDICATOR VALUES AS A FUNCTION OF THE 
NUMBER OF NEURONS IN THE HIDDEN LAYER. 

 Fe Mn  Zn  
NNH MSE R MSE R MSE R 

1 0,920 0,83 0,123 0,79 0,931 0,92 
2 0,985 0,82 0,095 0,92 1,033 0,91 
3 1,157 0,77 0,095 0,91 0,832 0,93 
4 1,210 0,63 0,099 0,90 0,713 0,95 
5 1,190 0,65 0,095 0,91 0,748 0,94 
6 1,150 0,78 0,095 0,91 0,931 0,92 
7 1,140 0,79 0,095 0,91 0,832 0,93 
8 0,912 0,84 0,072 0,93 0,500 0,96 
9 1,157 0,77 0,095 0,91 1,033 0,91 
10 1,140 0,79 0,099 0,90 0,931 0,92 
11 1,150 0,78 0,095 0,92 1,033 0,91 
12 1,170 0,76 0,095 0,91 0,931 0,92 
13 1,180 0,74 0,095 0,91 1,033 0,91 
14 0,985 0,82 0,113 0,83 0,931 0,92 
15 1,120 0,80 0,104 0,87 1,033 0,91 
16 1,140 0,79 0,102 0,89 0,832 0,93 
17 1,150 0,78 0,095 0,91 0,748 0,94 
18 1,079 0,81 0,130 0,78 0,931 0,92 
19 1,140 0,79 0,121 0,80 0,832 0,93 
20 1,120 0,80 0,113 0,82 1,033 0,91 

 

Fig 4. Evolution of the mean square error in the case of Zinc with 8 
neurons in the hidden layer. 

The results compared in Table 4 show that the models es-
tablished by the ANN are clearly better than those established 
by the MLR method. 

Several neural architectures were then simulated for learn-
ing, testing and validation, for which we obtained the optimal 
values of the performance indicators (R and MSE). The archi-
tecture of the neural network model most relevant for the pre-
diction of levels of heavy metals is of the non-recurring multi-
layer lattice type with three layers of configuration [13-8-3], 
activation functions (Tansig-Purelin), with a learning rate (η = 
0.001) and Levenberg-Marquardt (LM) learning algorithm. 

The configuration of the developed network then contains: 
1. 13 neurons in the input layer correspond to physico-

chemical and biological parameters; 
2. 8 neurons in the hidden layer; 
3. 3 neurons in the output layer correspond to heavy 

metal contents (Fig 5). 
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TABLE 4: COMPARING THE COEFFICIENTS OF CORRELATIONS OB-
TAINED BY MLR AND ANN. 

Levels of 
heavy metal  Phases 

Models 

MLR ANN 

[Fe] 
Training 0.36 0.85 

Test 0.31 0.79 

[Mn] 
Training 0.71 0.92 

Test 0.73 0.94 

[Zn] 
Training 0.60 0.99 

Test 0.64 0.90 

 
Fig 5. Neural network architecture developed in this configuration study 

[13-8-3]. 

3.3 Evaluation of the performance of the established 
ANN model 

Figure 6 shows graphically the relation between the ob-
served contents and the estimated iron, Manganese and Zinc 
contents with the established models of MLR and ANN type. 

It is clear that the values estimated by the models estab-
lished by the multiple linear regression are far from the ob-
served values of the contents of the three metals. It also ap-
pears that the model established for the prediction of Zinc (R = 
0.62) in the Red Sea sediments is the most efficient compared 
to other models of MLR and ANN type relating to iron and 
manganese (R=0.34). 

The relationship between the observed values and the es-
timated values shows the performance and the predictive 
quality of the model developed by the stochastic method of 
artificial neural networks. Indeed, for the whole database, the 
coefficients of determination calculated by the ANN models 
are significantly higher (0.84, 0.93 and 0.96) than those calcu-
lated by the MLR models (0.34, 0.34 and 0.62). 

On the other hand, the correlation coefficients obtained by 
testing the validity of the models established by the ANN are 
clearly close to those relating to learning. This shows a very 
good correlation between the simulated values and observed 

with a very good correlation coefficient. This shows the pre-
dictive advantage of these models established by artificial 
neural networks in the prediction of heavy metal contents in 
Red Sea sediments. 

Moreover, the error made by the models established for 
each method on an individual in the model construction sam-
ple is called residue [17]. 

  
Fig 6. Relations between the estimated and observed concentrations of 

heavy metals with established by the MLR and ANN models. 

 
Fig 7. Relationship between observed contents and residues for the ANN 

and MLR models. 

In the figure 7, represented the relations between the esti-
mated contents of each metal and their respective residues ob-
tained using the ANN and MLR models were presented. The 
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points for the neural networks are less dispersed and there is a 
clear improvement in the distribution of the residuals, in compar-
ison with the multiple linear regression. This distribution proves 
once again the predictive power of models established by neural 
networks in the prediction of heavy metal contents from the pa-
rameters studied. In general, the results obtained are very satis-
factory and justify the use of the neural network approach in the 
prediction of the heavy metal contents in the Red Sea deposits. 
This is in agreement with the results of some scientific studies 
that demonstrated that multiple linear regression models are less 
efficient compared to those established by artificial neural net-
work models [18]. 

4 CONCLUSION 
The present work was able to produce a prediction model for 

the iron, Manganese and Zinc contents from environmental data 
in the deposits of six Red Sea pits using multiple linear regression 
and artificial neural networks. 

The results obtained are consistent with those of other authors 
who have demonstrated that artificial neural network models 
perform very well compared to the multiple linear regression 
method because they are able to give an adjustment to data with 
much better results. 

Indeed, this predictive power demonstrated by neural models 
is in perfect agreement with the results found in 2008 by [19] con-
cerning the fine description of pollution by nitrogen dioxide and 
those found by [20] in 1998 concerning the Heavy metals in the 
sediments of a Moroccan dam reservoir. 

It has been concluded that the best RNA model obtained is a 
nonrecurring layer MLP neural network with a Levenberg Mar-
quardt algorithm as a learning algorithm and the Tansig function 
and the Purelin function as transfer functions, respectively in the 
hidden layer and in the output layer. It is an unsupervised learn-
ing, for which the mean square error and a correlation coefficient 
(R) have shown great performance for the learning, validation 
and test phases. By virtue of preliminary tests, the choice of the 
architecture of the network made was chosen. Indeed, it has been 
found that the structure of the neural network of architecture [13-
8-3] is the most efficient compared to all other neural architec-
tures studied. 

This high-performance model can therefore be considered as 
an important tool of great efficiency in the prediction of metal 
contents in the solid phase and in particular in the prediction of 
heavy metal levels in sediments of the Red Sea. 
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